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AI-DRIVEN CLIMATE IMPACT ESTIMATOR TO PREDICT ECONOMIC 

EFFECTS OF CLIMATE CHANGE ON VARIOUS INDUSTRIES 

Abstract: 

The advent of the Artificial Intelligence (AI) age offers numerous 

potentials for predicting regional GDP growth and transportation 

dynamics. This article presents an in-depth overview of the AI and 

empirical modeling techniques used in this area, emphasizing the 

significant possibilities that AI presents and discussing potential 

obstacles. The use of AI is essential in managing complicated data, 

allowing for effective analysis of detailed regional economic trends. 

This capacity will be essential for making economic policies and 

plans that respond to each region’s specific needs and capabilities. 

This paper first explores the relationship and impact of different 

modes of transportation and regional economic growth. 

Subsequently, the different empirical models and methods including 

factors used for studied economic analysis were comprehensively 

discussed and summarized. In the last part, the discussion focuses on 

the potential role of AI to revolutionize regional economic research 

using different AI approaches. This includes its capacity to handle 

vast and intricate databases, its ability to forecast future patterns 

using historical and current data, and its assistance in advanced 

decision making. The present study enhances our awareness of how 

AI is revolutionizing the field of regional economic growth study, 

shedding light on both its current application and future possibilities. 

This study will help in the development of AI predictive models in 

decision making for predicting regional economic growth across the 

globe. The impact of climate change on various industries has 

become a pressing global concern, necessitating the development of 

advanced predictive tools to assess its economic consequences. The 

advent of Artificial Intelligence (AI) provides significant 

opportunities for estimating these effects, enabling data-driven 

insights into regional GDP growth, industrial productivity, and 

transportation dynamics. This study presents an AI-driven Climate 

Impact Estimator that leverages machine learning and empirical 

modeling techniques to analyze and predict economic shifts caused 

by climate change across different sectors. 

1. INTRODUCTION 

Climate change has emerged as one of the most critical challenges of 

the 21st century, affecting various industries, economies, and 

ecosystems worldwide. India, being one of the fastest-growing 

economies, is highly vulnerable to climate-related risks such as 

extreme temperatures, erratic monsoons, rising sea levels, and 

increased frequency of natural disasters. According to the Reserve 

Bank of India (RBI) report, climate change could reduce India's GDP 

by 2.5% to 4.5% annually by 2030. The World Bank estimates that 

unmitigated climate change could push 600 million Indians into 

extreme heat conditions by 2050, significantly affecting agriculture, 

infrastructure, and industrial productivity. The agriculture sector, 

which contributes around 18% to India's GDP and employs nearly 

50% of the workforce, is particularly sensitive to climate variability. 

Likewise, the transportation sector, responsible for 12% of India's 

greenhouse gas (GHG) emissions, faces risks from rising fuel costs 

and infrastructure damage due to extreme weather. AI-driven climate 

impact estimators offer the potential to revolutionize economic 

forecasting by integrating large datasets, analyzing trends, and 

providing actionable insights. By leveraging machine learning and 

empirical modeling, this research aims to create a robust, data-driven 

decision support system to predict climate-induced economic shifts, 

helping policymakers, industries, and investors plan for a more 

resilient future   

2. LITERATURE SURVEY 

Artificial Intelligence (AI) has significantly impacted different 

sectors in the recent past, including the health sector education, 

transport, recreation, and logistics 

Bickley et al.,[1] Economic growth has had a substantial impact on 

local, national, and global economies. Regional economic growth 

focuses on enhancing economic operations within a specific region to 

boost its economic effectiveness, labor force, and overall quality of 

life. Economic growth is impacted by various elements including 

infrastructures health, schooling, environmental conditions, industrial 

expansion, and technological advancements 
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 Ding et al., [2]. Similarly, the application of different AI algorithms 

including Machine Learning (ML) approach and Deep Learning (DL) 

models 

Zhang et al., [3], provides sophisticated and effective techniques for 

data interpretation, trend identification, economic assessment 

Pu et al.,[4] and predictive modeling 

Jiang [5].These systems are capable of processing substantial 

amounts of complex and diverse data, offering useful insights into 

economic patterns at a regional scale. AI techniques can improve 

economic prediction, performance assessment, and legislative 

decision-making, ultimately fostering economic progress and growth  

Okewu et al.,[6]. Recently, numerous research projects have 

investigated the application of AI techniques for local economic 

research. Different approaches, such as econometric evaluation and 

techniques based on ML, have been used to study the impacts of 

educational institutions on economic growth around the globe  

Bertoletti et al.,[7]. Models developed using deep learning have been 

developed to analyze factors influencing economic development in 

the region  

Cheng and Huang, [8], and reinforcement-learned models have been 

proposed for forecasting regional Economy 

Li et al.,[9]. The authors have used multi-graph neural networks to 

predict local economic patterns 

Xu et al., [10]. The impact of future innovations like 5G along with 

the Internet of Things (IoT) on the regional economy has been 

studied in the context of AI. An efficient transportation system plays 

a crucial role in promoting GDP growth and social welfare by 

enhancing productivity . 

3. PROPOSED METHODOLOGY 

The Supply Chain Disruption Analysis using Long Short-Term The 

dataset used for this project is the Climate-Risk-Index-1 dataset. This 

dataset contains information related to climate change, economic 

losses, and their impact on various industries. The data includes 

attributes such as country identifiers, economic indicators, and 

climate-related variables that influence GDP loss. The dataset is 

loaded into the system and is analyzed to understand its structure, 

number of records, and attribute distributions. The key purpose of 

using this dataset is to analyze patterns in climate-related economic 

losses and develop a machine learning model that can predict future 

losses based on input variables. 

 

Fig. 1: Architectural Block Diagram of the proposed system. 

Data preprocessing is a crucial step in machine learning to ensure the 

dataset is clean, structured, and ready for training models. In this 

project, the dataset is loaded and examined for inconsistencies such 

as missing values, duplicate entries, and outliers. Initially, a summary 

of the dataset is generated using statistical functions to understand the 

distribution of features. Missing values are handled by replacing 

them with the mean of the respective column to maintain data 

consistency. Certain categorical features, such as country codes and 

country names, are encoded into numerical representations using a 

Label Encoder to make them compatible with machine learning 

models. Feature scaling is applied using StandardScaler to normalize 

numerical values, ensuring that all features contribute equally during 

model training. Additionally, polynomial feature transformation is 

used to enhance the dataset's complexity and capture non-linear 

relationships between variables. 

Proposed Algorithm: RNN Regressor 

What is RNN Regressor? 

A Recurrent Neural Network (RNN) Regressor is a deep learning 

model designed to process sequential data and predict continuous 

values. Unlike traditional neural networks, RNNs have memory, 

allowing them to learn temporal dependencies in time-series data, 

making them suitable for regression tasks involving sequential 

patterns. 

How It Works? 

⎯ Input Sequence – The model takes sequential data as 

input, such as time-series energy usage or financial trends. 
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⎯ Recurrent Connections – Hidden states store information 

from previous time steps, enabling the model to learn 

temporal dependencies. 

⎯ Backpropagation Through Time (BPTT) – The model 

updates weights using a specialized backpropagation 

method that considers past states. 

⎯ Regression Output – The final layer generates a 

continuous value prediction based on the learned temporal 

patterns. 

Architecture of RNN Regressor 

4. EXPERIMENTAL ANALYSIS 

The figure 1 displays the graphical user interface (GUI) where the 

climate-risk-index-1 dataset is uploaded for processing. The interface 

provides an overview of the dataset structure, including columns such 

as country, cri_rank, fatalities_per_100k_total, losses_per_gdp_total, 

GDP loss, and other relevant climate risk indicators. The dataset is 

analyzed to ensure completeness, consistency, and correctness before 

proceeding with further steps. 

 

Fig. 1: Upload and Analysis of the Climate Risk Index Dataset 

 

Fig. 2: Exploratory Data Analysis (EDA) Plots 

The figure 2 presents various EDA visualizations generated to 

understand the dataset’s distribution and relationships. Histograms, 

box plots, and scatter plots illustrate the spread of different features, 

identifying patterns, correlations, and outliers. Feature distributions 

of GDP loss, fatalities per 100k, andtotal losses are visualized to 

observe trends and potential predictors for economic loss estimation. 

 

Fig. 3: Data Preprocessing in the GUI 

The figure 3 showcases the preprocessing steps applied to the dataset. 

Missing values are handled, categorical variables are encoded, and 

numerical features are normalized to optimize model performance. 

The interface highlights transformations like outlier detection, feature 

scaling, and data balancing to improve prediction accuracy. The pre-

processed dataset is displayed before feeding it into the machine 

learning models. 
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Fig. 4: Performance Metrics and Regression Scatter Plot – 

Random Forest Regressor 

 

The figure 4 provides a detailed evaluation of the Random Forest 

Regressor model. The scatter plot visualizes actual vs. predicted 

values, indicating the model's effectiveness in estimating GDP loss. 

The performance metrics reveal: 

• Mean Absolute Error (MAE): 0.0103 

• Mean Squared Error (MSE): 0.0028 

• Root Mean Squared Error (RMSE): 0.0531 

• R-squared (R²): 0.5400 

 

Fig. 6: Model Prediction on Test Data 

 

 

5. CONCLUSION 

The research successfully develops an AI-driven approach to 

estimating the economic impact of climate change on various 

industries using machine learning techniques. The dataset is 

processed to extract meaningful insights, and two predictive 

models—Random Forest Regressor (existing) and RNN Regressor 

(proposed)—are implemented for estimating GDP loss due to 

climate-related factors. The comparative analysis highlights the 

efficiency of deep learning-based regression in capturing complex 

dependencies between climate risk indicators and economic losses. 

The proposed RNN model demonstrates improved predictive 

accuracy compared to the traditional Random Forest Regressor, 

showcasing the potential of deep learning in economic impact 

forecasting. 

The results emphasize the significance of data-driven approaches in 

understanding climate change consequences. The insights derived 

from this study can assist policymakers, economists, and 

environmental agencies in devising strategies to mitigate economic 

losses and improve disaster preparedness. The research also 

highlights the necessity of incorporating more advanced AI models 

for better predictive performance in climate-related risk assessments. 

 

REFERENCES 

[1] X. Ding, P. Shi, X. Li Regional smart logistics economic 

development based on artificial intelligence and embedded 

system Microprocess. Microsyst., 81 (2021), 

Article 1S.J. Bickley, H.F. Chan, B. Torgler Artificial 

intelligence in the field of economics 

Scientometrics, 127 (4) (2022), pp. 2055-2084 

[2] 03725. 

[3]  J. Zhang, L. Shu, P. Liao An empirical analysis of Beijing-

Tianjin-Hebei regional economic development level based on 

unsupervised machine learning 2021 International 

Conference on Information Science, Parallel and Distributed 

Systems (ISPDS), IEEE (2021). 

[4] Y. Pu, M. Liu, C. Yan Economic evaluation of the Sichuan-

Chongqing Region based on machine learning 2021 

International Conference on Information Science, Parallel 

and Distributed Systems (ISPDS), IEEE (2021). 

[5] Z. Jiang Prediction and Management of Regional Economic 

Scale Based on Machine Learning Model Wirel. Commun. 

Mob. Comput., 2022 (2022). 

[6] E. Okewu, et al. An intelligent advisory system to support 

managerial decisions for a social safety net Admin. 

Sci., 9 (3) (2019), p. 55. 

[7] A. Bertoletti, J. Berbegal-Mirabent, T. Agasisti Higher 

education systems and regional economic development in 

Europe: A combined approach using econometric and 

machine learning methods Socioecon. Plann. Sci., 82 (2022), 

Article 101231. 

http://www.ijbar.org/


www.ijbar.org 
ISSN 2249-3352 (P) 2278-0505 (E) 

Cosmos Impact Factor-5.86 

 

 

 

 

Index in Cosmos 

APR 2025, Volume 15, ISSUE 2 

UGC Approved Journal 

 
 
  

 
 

Page | 474 
 
 

[8] C. Cheng, H. Huang Evaluation and analysis of regional 

economic growth factors in digital economy based on the 

deep neural network Math. Probl. Eng., 2022 (2022). 

[9] Q. Li, C. Yu, G. Yan A new multi-predictor ensemble 

decision framework based on deep reinforcement learning for 

regional GDP prediction IEEE Access, 10 (2022),pp. 45266-

45279. 

[10] F. Xu, Y. Li, S. Xu Attentional multi-graph convolutional 

network for regional economy prediction with open 

migration data Proceedings of the 26th ACM SIGKDD 

International Conference on Knowledge Discovery & Data 

Mining (2020). 

[11] Greener Vision, 2024. Transport and the economy: The 

relationship between transport and the economy. 

doi: https://greener-vision.com/guidance-tool/relationship-

between-transport-economy. 

[12] J.-P. Rodrigue The Geography of Transport Systems 

Routledge (2020). 

[13] Z. Li, et al. A novel learning model of driver fatigue features 

representation for steering wheel angle IEEE Trans. Veh. 

Technol., 71 (1) (2021), pp. 269-281. 

[14] Kaggle, 2023. The GDP per Capita and Land area of 

countries. 2023 [cited 2024 March 1]; 

doi: https://www.kaggle.com/datasets/marcusgibbons/gdp-

per-capita-and-land-area-of-countries. 

[15] E. Cascetta, et al. Economic growth, transport accessibility 

and regional equity impacts of high-speed railways in Italy: 

Ten years ex post evaluation and future perspectives Transp. 

Res. A Policy Pract., 139 (2020), pp. 412-428. 

 

 

 

 

 

  

 

 

http://www.ijbar.org/
https://greener-vision.com/guidance-tool/relationship-between-transport-economy
https://greener-vision.com/guidance-tool/relationship-between-transport-economy
https://www.kaggle.com/datasets/marcusgibbons/gdp-per-capita-and-land-area-of-countries
https://www.kaggle.com/datasets/marcusgibbons/gdp-per-capita-and-land-area-of-countries
https://ct.prod.getft.io/c2NpZW5jZWRpcmVjdF9jb250ZW50aG9zdGluZyxpZWVlLGh0dHA6Ly94cGxvcmVzdGFnaW5nLmllZWUub3JnL2llbHg3LzYyODc2MzkvOTY2ODk3My8wOTc2NDY5OS5wZGY_YXJudW1iZXI9OTc2NDY5OQ.QJCWcLFL5GwzWRMlnO5FOxqAlo37kY16HAuz0ysAhIw
https://ct.prod.getft.io/c2NpZW5jZWRpcmVjdF9jb250ZW50aG9zdGluZyxpZWVlLGh0dHA6Ly94cGxvcmVzdGFnaW5nLmllZWUub3JnL2llbHg3LzYyODc2MzkvOTY2ODk3My8wOTc2NDY5OS5wZGY_YXJudW1iZXI9OTc2NDY5OQ.QJCWcLFL5GwzWRMlnO5FOxqAlo37kY16HAuz0ysAhIw

